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Phase behavior of lattice associating binary mixtures: A Monte Carlo study

A. Patrykiejew,1 L. Salamacha,1 S. Sokołowski,1 H. Dominguez,2 and O. Pizio2
1Faculty of Chemistry, MCS University, 20031 Lublin, Poland

2Instituto de Quimica, UNAM, Mexico City, Mexico
~Received 18 November 2002; published 14 March 2003!

The lattice gas model is used to study effects of molecular association on the phase behavior of binary
symmetric mixtures, in which only dimers consisting of different particles can form. It is demonstrated that the
increase of the association energy leads to qualitative changes of the phase diagrams. In particular, the demix-
ing transition is observed only for sufficiently low association energy. That demixing transition can be either
first order or continuous. For sufficiently high energy of association the condensed phase shows a very well
ordered structure even at high temperatures.
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I. INTRODUCTION

The phase behavior of associating binary mixtures is
area of intense activity@1–16#. The interest in such system
mainly stems from a desire for a better understanding of fl
mixtures with hydrogen bonds@1#, such as water and variou
solutions. The most pronounced effect of molecular asso
tion in mixtures is the appearance of the so-called close l
liquid-liquid immiscibility and the existence of lower an
upper critical solution temperatures@1,7#. In general, these
reentrant phenomena can be explained as resulting f
competing effects due to molecular interactions, includ
the formation of associates, and entropic effects. At su
ciently low temperatures, below the lower critical solutio
point, the entropic effects are overcome by the large con
butions to the free energy resulting from the formation
associates. Under such conditions, the mixture may ha
well defined ordered structure, which involves both comp
nents. As the temperature increases, the association is g
ally inhibited and when the interaction between unlike p
ticles is considerably weaker than the interaction betw
like particles, the mixture may separate into two phases
further increase of temperature, above the upper critical
lution point, causes entropic effects to become domina
over the enthalpic contribution and hence induces miscibi
The above remarks apply to already condensed liquid
tems.

The problem of gas-liquid condensation in associating
nary mixtures becomes much more difficult and is also l
understood. It is enough to mention that the phase beha
of a simple~nonassociating! binary mixture is still far from
being solved. As Wilding, Schmid, and Nielaba@17# have
remarked: ‘‘ . . . it is not well understood~even at the mean
field level! precisely which microscopic features are respo
sible for yielding a given@phase diagram# topology.’’ A com-
mon feature of such systems is the presence of a line
continuous transitions~the so-calledl line @18#! between
mixed and demixed phases. That continuous transition
curs at sufficiently high temperatures and, upon the decre
of temperature, thel line terminates at the tricritical or at th
critical end point. At lower temperatures, the system und
goes the first-order condensation transition from a mixed
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por to a demixed liquid phase. Depending on the mic
scopic parameters representing interactions in the system
condensation transition may terminate at the ordinary crit
point, or at the tricritical point, where thel line begins. In
the former case, the system may also exhibit the presenc
the triple point, in which mixed vapor coexists with mixed
well as with demixed liquid. Thus, above the triple poi
another first-order transition between mixed and demix
liquid phases occurs. This transition terminates at the tric
cal point, which is the onset of thel line. Thel line may
also start at a certain point at a liquid side of the vapor-liq
coexistence below critical point~at the liquid side! at the
critical end point. The above presented scenarios may
may not, hold in the case when additional, associating, in
actions are present.

The majority of theoretical@4,7–9,14,15,19–23# and
computer simulation@10,13,19,24# studies of associating flu
ids have concentrated on the behavior of liquid phases a
ing at a better understanding of the mechanism leading to
appearance of the lower and upper critical solution tempe
tures. In particular, computer simulation methods are w
known tools allowing for highly accurate determination
the phase behavior of physical systems@25–27# and have
already been used to study lattice@10# and continuous@13#
models of associating fluids.

In this paper we report on the results of grand canon
Monte Carlo study of lattice associating symmetric bina
mixtures consisting ofA andB particles and characterized b
the same strength of interaction between the pairs of
particles, and by varying strength of the association inter
tion. Our main goal has been to determine how the asso
tion influences the phase diagram topology, and we conc
trate only on the condensation of a dilute gas phase in
liquid phase. The model we use is similar to that conside
by Kotelyanskii et al. @10#, but they studied rather specia
case of a fully occupied lattice that permits to study on
transitions between condensed phases.

The paper is organized as follows. Section II is devoted
the presentation of the model, its ground state properties
describes the Monte Carlo method. The following Sec.
presents the results of our calculations. The paper conclu
in Sec. IV, which summarizes our findings.
©2003 The American Physical Society02-1
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II. THE MODEL AND MONTE CARLO METHOD

As already has been mentioned, we consider a lattice
model of a binary mixture of the componentsA andB. Each
particle occupies a single site of a cubic lattice and intera
only with the first nearest neighbor particle. The energies
interaction between different pairs (AA, BB and AB) are
denoted byuAA , uBB , anduAB . Besides, each particleA(B)
has one acceptor~donor! that can participate in the formatio
of a dimer. Since the particles are structureless, the do
and acceptors do not have any prespecified locations.
association energyuas is finite and hence the dimers are a
lowed to dissociate.

With the above assumptions, the Hamiltonian of t
model can be written as

H5uAA(̂
i j &

ni
Anj

A1uBB(̂
i j &

ni
Bnj

B1uAB(̂
i j &

ni
Anj

B1uas(̂
i j &

g i j

2mA(
i

ni
A2mB(

i
ni

B , ~1!

whereni
K is the occupation variable equal to unity when t

i th site is occupied by a particle of componentK (K5A or
B), g i j equal to 1 when the both particles on sitesi and j
form a bond and equal to 0 otherwise,mA and mB are the
chemical potentials of both components. The first four su
run over all distinct pairs of nearest neighbors, while the l
two sums are taken over all sites.

At the ground state, the model predicts the formation
the following ordered phases: the two condensed pure ph
of A andB and the two different mixed phasesM1 andM2,
in which half of the sites is occupied by one component a
other half by the second component, with the structure sc
matically shown in Fig. 1. The phaseM1 is characterized by
a random orientation of ‘‘bonds’’ resulting from the assoc
tion, while in the phaseM2 these bonds assume mutua
parallel orientation. Of course, one has to include the
phase~of zero density atT50) as well. Since the structur
of the all possible phases at the ground state is known,
can readily determine the conditions of stability for all
them and to calculate the phase diagrams atT50. Before we
present the ground state phase diagrams for the above m
it is worth to mention that only one of the mixed phasesM1
and M2 can appear for any given set of interaction para
eters and the condition, which determines which of them

FIG. 1. Schematic two-dimensional picture of the ordered mix
structures~a! M1 and ~b! M2.
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stable, does not depend on the association energy. The p
M1 is more stable, than the phaseM2 whenever

2uAB,uAA1uBB , ~2!

while the phaseM2 occurs when the above condition is n
satisfied, but only for appropriately chosen energy of as
ciation ~see discussion below!.

In Fig. 2, we present the ground state phase diagra
obtained for a symmetric mixture, which is characterized
uAA5uBB521. The topology of those phase diagram
would remain unchanged, however, whenuAAÞuBB . The
phase diagram shown in Fig. 2~a! corresponds to the situa
tions in which only the pure condensed phasesA andB can
appear and it occurs whenever 6uAB1uas>3(uAA1uBB) or
uAB1uas>0.5(uAA1uBB). The first ~second! condition is
valid when the inequality~2! is ~is not! satisfied. The mixed
phaseM1 can be formed for even very small associati
energy, while the formation of a stable ordered phaseM2
requires that inequality~2! is not fulfilled and thatuas
,0.5(uAA1uAB)2uAB .

Throughout this work, we discuss only the case ofuAB
50. The interaction parameteruAA521. Thus, the only in-
teraction parameter, which is allowed to change isuas. For
such a model the ground state behavior corresponds to
situation depicted in Fig. 2~a! wheneveruas>21, and to the
situation shown in Fig. 2~b! when uas,21. In the latter
case, the mixedM2 condensed phase is stable over a cert
range of the chemical potentialsmA and mB . In particular,
the two triple pointst1 and t2 marked in Fig. 2~b!, are lo-
cated at

t1 :mA523.0, mB522.01uas,

t2 :mA522.01uas, mB523.0.

All thermodynamic properties and the variables, such
temperature and chemical potentials, are expressed in
units of uuAAu: i.e., T* 5kT/uuAAu and mK* 5mK /uuAAu, K
5A,B.

To investigate finite temperature properties of the mod
we have applied a standard Monte Carlo method in

d

FIG. 2. The two possible ground state phase diagrams for
model used in this work.~a! shows the phase diagram for system
which do not form mixed condensed phases, while~b! corresponds
to the systems which may form either theM1 or M2 condensed
phase~labeled byM in the figure!. The triple points are marked by
t1 and t2.
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FIG. 3. The phase diagrams in the (T* ,r)
plane for the systems characterized by differe
energy of association equal to:~a! 0.0, ~b! 21.0,
~c! 22.0, ~d! 23.0, and~e! 24.0. Filled ~open!
symbols mark the first-order~continuous! transi-
tion points at the coexistence curves. The dash
vertical lines in~c! mark the region over which
the gradual demixing is observed
~f! shows the phase diagrams in the (T* ,mast)
plane for all systems: circles—uas50; squares—
uas521; diamonds—uas522; triangles up—
uas523 and triangles down—uas524.
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grand canonical ensemble@26# and used the simulation ce
of the sizeL3L3L, with L520, and the periodic boundar
conditions applied in all three space dimensions. An elem
tary Monte Carlo move, performed at a randomly occup
chosen site consisted in an attempt to either annihilate
particle or to change its identity. When the chosen site w
empty, the creation of a randomly chosen particleA or B was
attempted. Another elementary move has been an attem
create or dissociate a dimer. The moves have been acce
following the Metropolis criterion@28#.

The number of Monte Carlo moves, per site, used to c
culate averages varied between 53106 and 53107 depend-
ing on the proximity to the any continuous phase transit
point. In general, a larger number of Monte Carlo steps
been used at the temperatures close to the second-
phase transitions. In order to minimize the effects of criti
slowing down as well as to minimize the effects of corre
tions between subsequent configurations, only everynth,
with n ranging between 5 and 50, configuration was tak
into account during the calculation of averages. A simi
number of Monte Carlo steps was used for equilibrating
system.

The basic quantities recorded have been the densitie
both speciesrA and rB , the density of associatesras, the
mole fraction of associated molecules of both compone
xK,as, and the average energy~per site! ^e&. Besides, we
have calculated the heat capacity, defined as

C5
1

kT2
@^e2&2^e&2#, ~3!

as well as the susceptibilities associated with the fluctua
of the densitiesrA , rB , andras are given by

xK5
1

kT
@^rK

2 &2^rK&2#, where K5A,B,as. ~4!
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III. RESULTS AND DISCUSSION

Our principal result are the phase diagrams presente
Fig. 3. Figures 3~a! to 3~e! give theT* -r projections, while
the Fig. 3~f! shows theT* -m* projections for all the phase
diagrams calculated along the pathmA* 5mB* 5m* , for the
systems with different association energyuas* , ranging from
0 to 24.

The phase diagrams obtained foruas* 50 and21 @cf. Figs.
3~a! and 3~f!# correspond to the situation in which the co
densation takes place between the gas phase and a h
demixed liquid, which can be eitherA or B rich, since the
simulation path follows the line of coexistence betwe
those two possible condensed phasesmA* 5mB* ~cf. Fig. 2!. In
these two systems, the mixed, strongly associated ord
phaseM2 can not appear atT50 as well as at finite tem-
peratures. The low temperature region of the first-order c
densation transition terminates at the tricritical point, whi
is the onset of thel line. Figure 4 shows the isotherm
calculated at the temperatures below and above the tricri
point, which illustrate the changes of the concentration
both components upon condensation. In particular, the c
tinuous demixing transition is quite well seen in the isothe
at T* 51.1. The location of the tricritical point moves to
ward lower temperatures and higher densities in the sys
with nonzero association energy. Thus, foruas* 50, the tric-
ritical point is located atTtrc* '1.18, m trc* '22.82 andr trc

'0.44, while foruas521.0 atTtrc* '1.11, m trc* '22.82 and
r trc'0.515. Of course, whenuas* 50, the association doe
not take place and in the system withuas* 521.0 the effects
of association are very weak and the fraction of associa
molecules at the onset of demixing transition does not
ceed 10%. The continuous demixing transition line has b
evaluated from the locations of the kinks at the isotherm
These estimations have also been verified by the position
maxima at the plots of susceptibilitiesxA andxB versusm*
~see Fig. 5!. Of course, the heights as well as the positions
2-3
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the susceptibilities maxima are affected by finite size effe
@26#. In the thermodynamic limit the height of these pea
should diverge to infinity, as thel line is a line of critical
points. Taking into account that our goal here is rather
provide a qualitative picture of the phase behavior than
give precise estimations of special points on the phase
grams, we have not attempted to perform any finite size s
ing analysis@29#.

For the higher energy of associationuas* 522, the topol-
ogy of the phase diagram looks quite similar@cf. Fig. 3~c!#
and the gas-liquid coexistence terminates again at the tric

FIG. 4. Isotherms calculated for the system withuas521 at
T* 51.0 ~open symbols! and 1.10~filled symbols!. Circles corre-
spond to the total density, while squares and diamonds to the
sities of componentA andB, respectively. The vertical dashed lin
marks the location of the first-order condensation transition.

FIG. 5. The plots ofxA and xB againstm* obtained for the
system withuas50.0 at three different temperatures~shown in the
figure! above the tricritical point.
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cal pointTtrc'0.86, followed by thel line. A closer inspec-
tion of the system behavior at low temperature reveals, h
ever, that demixing transition occurs already below t
tricritical temperature. Figure 6 presents the changes of
mole fraction of componentB and the fraction of dimers
right at the liquid side of the coexistence and at thel line. Of
course, the dilute gas phase has an equimolar compos
over the entire range of temperatures, and hence, is
shown in Fig. 6. The composition of the liquid phase grad
ally changes with increasing temperature and finally theA
andB rich phases separate completely at the temperatur
aboutTs* 50.72. Also, the mole fraction of associates in t
condensed phase decreases with the increase of tempe
up to about 0.72. On the other hand, the concentration
associates does not exhibit any pronounced tempera
changes along thel line. Our data suggest that the low tem
perature demixing is a gradual process rather than a p
transition. At very low temperatures, the condensed ph
has the structure corresponding to theM2 phase.

When uas* 523 ~and 24) the demixing transition doe
not occur and consequently the topology of the phase
grams changes@see Figs. 3~d! and 3~e!#. In both cases, the
condensation leads to the formation of a quite well orde
M2 phase and the composition of the fluid, at both sides
the condensation coexistence, corresponds toxB50.5. In the
case ofuas523 the narrow ‘‘neck’’ in the phase diagram
seems to terminate at the densityr51, already at the tem-
perature of aboutT* 50.95. We have calculated the corr
sponding isotherm over a very wide region of the chemi
potential, up tom* 50., and have not found any trace of an
phase transition. The increase of the association energ
uas* 524 causes that the high density part of the coexiste
extents to considerably higher temperatures. Figure 7 sh

n-

FIG. 6. The mole fraction of the componentB ~filled circles!,
and the part of the mole fraction of componentB which forms
dimers at both sides of the first-order transition~open squares are
for the gas side and filled squares are for the liquid side! as well as
along thel line ~filled diamonds!, for the system withuas522.0.
The lines are only guides to the eye.
2-4
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the part of the mole fraction of particlesB, which are in-
volved in associates at both sides of the coexistence curv
a function of temperature for the systems withuas* 523 and
24. At the side of a dense phase, the degree of associati
quite high in both systems. Also, the dilute phase exhibit
rather high degree of association.

The phase diagram depicted in Fig. 8, which correspo
to the system withuas* 523, has been obtained under qui
different conditions. Namely, the chemical potential of o
component, sayB, has been fixed at the value ofmB* 5

24.5, so that onlymA* has been the independent variab
For the chosen value ofmB* , the ground state calculation
predict that the increase ofmA* first leads to the formation o
the mixed phaseM2 and then to the condensed pure comp
nentA. This scenario does hold, but only at the temperatu
lower than about 0.54. At higher temperatures, the mix
phase does not develop and the condensed liquid consis
nearly pure componentA. Note, that the concentration o
componentB above the demixing temperature is practica
the same at both sides of the coexistence curve@see Fig.
8~a!#. Thus, the system is expected to exhibit the both low
and upper solution critical temperatures, which, of cour
cannot be determined from our data. Such an estima
would require to determine phase diagram under differ
thermodynamic conditions.

IV. FINAL REMARKS

The aim of this paper was to elucidate the effects of
sociation on the gas-liquid condensation in binary symme
mixtures. In particular, we have concentrated on a serie
systems with the interaction parameteruAB* 50 and with dif-
ferent energy of association. The nonassociating system
hibits a very strong demixing tendency and its phase diag

FIG. 7. The part of the mole fraction of componentB which
forms dimers at both sides of the coexistence curve for the sys
characterized byuas523 ~circles! and24 ~diamonds!. Open sym-
bols are for the liquid side and filled symbols are for the gas si
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belongs to the third class of the classification scheme p
posed by Wildinget al. @17#. The same holds for the system
with sufficiently low association energy (uas* >21), when-
ever only pureA and B condensed phases occur in th
ground state. When the energy of association beco
higher, the situation is considerably different. At sufficien
low temperatures, the gas-liquid condensation leads to
formation of the ordered mixed phaseM2, while the global
phase diagram may look quite similar to the nonassocia
case, the first-order condensation ends at the tricritical p
followed by thel line. Thus, there must be a temperatu
not exceedingTtrc* , at which the liquid phase becomes d
mixed. Indeed, the system characterized byuas* 522 has

s

.

FIG. 8. The phase diagram for the system withuas523 calcu-
lated along the path of the constant chemical potential of com
nentB, mB* 524.5. ~a! and ~b! show the projections at the (T* ,r)
and (T* ,mast) planes, respectively. In~a!, filled circles correspond
to the total density, while open squares and diamonds correspon
the densities of componentA andB, respectively.
2-5
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been found to undergo the demixing transition well bel
the tricritical point. The demixing starts already at low tem
peratures and seems to be a continuous process that t
nates at the temperature of about 0.72, whereas the tricri
point for that system is located atTtrc* '0.86. In order to
clarify the nature of that demixing transition, one would ne
to perform suitable Monte Carlo simulation in the Gibbs e
semble rather then in the grand canonical ensemble u
here.

For still higher association energies (uas* 523 and24)
the demixing transition does not occur at all and the topolo
of the phase diagram changes and only the first-order tra
tion occurs. The phase diagrams exhibit ‘‘a high temperat
neck,’’ which corresponds to the transition between hig
disordered mixed fluid and the ordered mixed phaseM2. The
density difference between these two phases gradu
shrinks to zero as the temperature reaches a certain end
value Tend* , whereas the densities of the both coexisti
phases go to unity. We have estimated the locations of th
end point temperatures for the two systems considered,
with uas* 523 and 24. Thus, for uas* 523 the end point
temperature is equal toTend* '0.95, and foruas* 524 it is
equal toTend* '1.02.

It is expected that other phase diagram topologies wo
E

tt
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emerge for nonzero values ofuAB* . In particular, in nonasso
ciating symmetric binary mixtures the presence of attract
interaction between unlike particles enhances the tende
toward formation of mixed phases and the appearance o
phase diagrams belonging to the second and first clas
Wilding et al. @17#. It may be of interest to investigate how
the presence of association influences the behavior of s
systems. Phase behavior of, even model, associating
tures is, of course, much more complex and involves vari
phase transitions between liquid phases@7# that would re-
quire future computer simulations in different ensembles a
under different thermodynamic conditions.

The above presented results have been obtained as a
liminary step for the investigation of wetting phenomena
associating binary mixtures at walls. A detailed knowled
about the bulk systems is a necessary prerequisite for su
study, which involves calculations of thermodynamic pro
erties close to the bulk condensation. The results of t
study will be presented in our next paper.
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