PHYSICAL REVIEW E 67, 031202 (2003
Phase behavior of lattice associating binary mixtures: A Monte Carlo study
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The lattice gas model is used to study effects of molecular association on the phase behavior of binary
symmetric mixtures, in which only dimers consisting of different particles can form. It is demonstrated that the
increase of the association energy leads to qualitative changes of the phase diagrams. In particular, the demix-
ing transition is observed only for sufficiently low association energy. That demixing transition can be either
first order or continuous. For sufficiently high energy of association the condensed phase shows a very well
ordered structure even at high temperatures.
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[. INTRODUCTION por to a demixed liquid phase. Depending on the micro-
scopic parameters representing interactions in the system, the
The phase behavior of associating binary mixtures is amondensation transition may terminate at the ordinary critical
area of intense activitj1—16]. The interest in such systems point, or at the tricritical point, where the line begins. In
mainly stems from a desire for a better understanding of fluidhe former case, the system may also exhibit the presence of
mixtures with hydrogen bond4], such as water and various the triple point, in which mixed vapor coexists with mixed as
solutions. The most pronounced effect of molecular associanvell as with demixed liquid. Thus, above the triple point
tion in mixtures is the appearance of the so-called close loopnother first-order transition between mixed and demixed
liquid-liquid immiscibility and the existence of lower and liquid phases occurs. This transition terminates at the tricriti-
upper critical solution temperatur¢$,?]. In general, these cal point, which is the onset of the line. The\ line may
reentrant phenomena can be explained as resulting fromlso start at a certain point at a liquid side of the vapor-liquid
competing effects due to molecular interactions, includingcoexistence below critical poinfat the liquid sidg at the
the formation of associates, and entropic effects. At sufficritical end point. The above presented scenarios may, or
ciently low temperatures, below the lower critical solution may not, hold in the case when additional, associating, inter-
point, the entropic effects are overcome by the large contriactions are present.
butions to the free energy resulting from the formation of The majority of theoretical[4,7-9,14,15,19-23 and
associates. Under such conditions, the mixture may have @omputer simulatiof10,13,19,24 studies of associating flu-
well defined ordered structure, which involves both compo-ds have concentrated on the behavior of liquid phases aim-
nents. As the temperature increases, the association is gradog at a better understanding of the mechanism leading to the
ally inhibited and when the interaction between unlike par-appearance of the lower and upper critical solution tempera-
ticles is considerably weaker than the interaction betweetures. In particular, computer simulation methods are well
like particles, the mixture may separate into two phases. Anown tools allowing for highly accurate determination of
further increase of temperature, above the upper critical sadhe phase behavior of physical systef@$—27 and have
lution point, causes entropic effects to become dominatinglready been used to study latticE0] and continuou$13]
over the enthalpic contribution and hence induces miscibilitymodels of associating fluids.
The above remarks apply to already condensed liquid sys- In this paper we report on the results of grand canonical
tems. Monte Carlo study of lattice associating symmetric binary
The problem of gas-liquid condensation in associating bi-mixtures consisting of andB particles and characterized by
nary mixtures becomes much more difficult and is also lesshe same strength of interaction between the pairs of like
understood. It is enough to mention that the phase behavigrarticles, and by varying strength of the association interac-
of a simple(nonassociatingbinary mixture is still far from  tion. Our main goal has been to determine how the associa-
being solved. As Wilding, Schmid, and Nielab&a7] have tion influences the phase diagram topology, and we concen-
remarked:“. . . itis notwell understoodeven at the mean- trate only on the condensation of a dilute gas phase into a
field leve) precisely which microscopic features are respondiquid phase. The model we use is similar to that considered
sible for yielding a giveriphase diagrafrtopology.” Acom- by Kotelyanskiiet al. [10], but they studied rather special
mon feature of such systems is the presence of a line afase of a fully occupied lattice that permits to study only
continuous transitiongthe so-called\ line [18]) between transitions between condensed phases.
mixed and demixed phases. That continuous transition oc- The paper is organized as follows. Section Il is devoted to
curs at sufficiently high temperatures and, upon the decreasbe presentation of the model, its ground state properties and
of temperature, th line terminates at the tricritical or at the describes the Monte Carlo method. The following Sec. llI
critical end point. At lower temperatures, the system underpresents the results of our calculations. The paper concludes
goes the first-order condensation transition from a mixed vain Sec. IV, which summarizes our findings.
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FIG. 1. Schematic two-dimensional picture of the ordered mixed @ (b)
structures(@ M, and(b) M,. FIG. 2. The two possible ground state phase diagrams for the
model used in this workia) shows the phase diagram for systems
Il. THE MODEL AND MONTE CARLO METHOD which do not form mixed condensed phases, whilecorresponds

to the systems which may form either thé; or M, condensed

As already has been mentioned, we consider a lattice g : ' . .
) . ’ eb§1as labeled byM in the figurg. The triple points are marked b
model of a binary mixture of the componef{sandB. Each t anz(tz ™ gure Pep y

particle occupies a single site of a cubic lattice and interacts'

only with the first nearest neighbor particle. The energies ofgpe, does not depend on the association energy. The phase
interaction between different palrs_‘AA, BB and AB) are M, is more stable, than the phalk, whenever

denoted byusp, Ugg, andu,g. Besides, each particks(B)

has one acceptd@donon that can participate in the formation 2Upp<Upa+Ugg, )

of a dimer. Since the particles are structureless, the donors

and acceptors do not have any prespecified locations. Thehile the phasévi, occurs when the above condition is not
association energy, is finite and hence the dimers are al- satisfied, but only for appropriately chosen energy of asso-

lowed to dissociate. ciation (see discussion below
With the above assumptions, the Hamiltonian of the In Fig. 2, we present the ground state phase diagrams
model can be written as obtained for a symmetric mixture, which is characterized by

Uasa=Ugg=—1. The topology of those phase diagrams
would remain unchanged, however, whapa# ugg. The
HZUAAZ niA”JAJF UBBZ niBn,B+ uABZ niAnjB+ uasz Yij phase diagram shown in Fig(aé} corresponds to the situa-
i ) i i tions in which only the pure condensed phasesndB can
A 5 appear and it occurs wheneven &+ U, 3(Uaat Ugg) OF
— A M= N7, (1) upg+us0.5(UpatUgg). The first (second condition is
' ' valid when the inequality2) is (is noY satisfied. The mixed
K ) . . phaseM; can be formed for even very small association
ith site is occupied by a particle of componét{K=A or  requires that inequality2) is not fulfilled and thatu,g
B), vi; equal to 1 when the both particles on siteand | <0.5(Upa+Upp) — Upg.

form a bond and equal to O otherwise, and ug are the Throughout this work, we discuss only the caseugf,

chemical potentials of both components. The first four sums-o. The interaction parameter,= — 1. Thus, the only in-

run over all distinct pairs of nearest neighbors, while the lasteraction parameter, which is allowed to changeljs For

two sums are taken over all sites. _ ~ such a model the ground state behavior corresponds to the
At the ground state, the model predicts the formation ofgjiation depicted in Fig.(d) wheneveru,= —1, and to the

the following ordered phases: the two condensed pure phasggation shown in Fig. ®) when u,<—1. In the latter

of A andB and the two different mixed phas&s; andM;,  case, the mixed, condensed phase is stable over a certain

in which half of the sites is occupied by one component angange of the chemical potentials, and ug. In particular,

other half by the second component, with the structure schgne two triple pointst; andt, marked in Fig. 2), are lo-
matically shown in Fig. 1. The phasé, is characterized by ated at

a random orientation of “bonds” resulting from the associa-

tion, while in the phasev, these bonds assume mutually tiiua=—3.0, ug=-—2.0+ug,
parallel orientation. Of course, one has to include the gas
phase(of zero density a=0) as well. Since the structure triua=—2.0+uU,s, up=-—3.0.

of the all possible phases at the ground state is known, one

can readily determine the conditions of stability for all of  All thermodynamic properties and the variables, such as
them and to calculate the phase diagranmB-a0. Before we temperature and chemical potentials, are expressed in the
present the ground state phase diagrams for the above modehits of [upal: i.€., T* =kT/|uaal and ug = ux/|Uanal, K

it is worth to mention that only one of the mixed phasés =A,B.

and M, can appear for any given set of interaction param- To investigate finite temperature properties of the model,
eters and the condition, which determines which of them isve have applied a standard Monte Carlo method in the
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grand canonical ensemb[26] and used the simulation cell lll. RESULTS AND DISCUSSION

of the sizeL XL XL, with L=20, and the periodic boundary o incioal | he ph di di
conditions applied in all three space dimensions. An elemen-. ur principa result are _t €p aie lagrams preser_1te n
tary Monte Carlo move, performed at a randomly occupied 9- 3: Figures &) to 3(6*) give theT*-p projections, while
chosen site consisted in an attempt to either annihilate thi'® Fig. 3f) shows theT*-u* projections for all the phase
particle or to change its identity. When the chosen site wa§liagrams calculated along the patif = ug =™, for the
empty, the creation of a randomly chosen partisler Bwas ~ Systems with different association eneng, ranging from
attempted. Another elementary move has been an attempt @to —4.
create or dissociate a dimer. The moves have been acceptedThe phase diagrams obtained fg=0 and— 1 [cf. Figs.
following the Metropolis criteriorf28]. 3(a) and 3f)] correspond to the situation in which the con-
The number of Monte Carlo moves, per site, used to caldensation takes place between the gas phase and a highly
culate averages varied betweer 50° and 5< 10" depend-  demixed liquid, which can be eithéx or B rich, since the
ing on the proximity to the any continuous phase transitionsimulation path follows the line of coexistence between
point. In general, a larger number of Monte Carlo steps hashose two possible condensed phaggs- 1} (cf. Fig. 2. In
been used at the temperatures close to the second-ord@lese two systems, the mixed, strongly associated ordered
phase transitions. In order to minimize the effects of CriticalphaseMz can not appear af=0 as well as at finite tem-
slowing down as well as to minimize the effects of correla-peratures. The low temperature region of the first-order con-
tions between subsequent configurations, only evety  densation transition terminates at the tricritical point, which
with n ranging between 5 and 50, configuration was takens the onset of the\ line. Figure 4 shows the isotherms,
into account during the calculation of averages. A similarcajculated at the temperatures below and above the tricritical
number of Monte Carlo steps was used for equilibrating thgyoint, which illustrate the changes of the concentration of
system. both components upon condensation. In particular, the con-
The basic quantities recorded have been the densities ghuous demixing transition is quite well seen in the isotherm
both speciep, and pg, the density of associatgss, the  at T*=1.1. The location of the tricritical point moves to-
mole fraction of associated molecules of both componentgard lower temperatures and higher densities in the system
Xk,as @nd the average enerdper sitg (e). Besides, we with nonzero association energy. Thus, =0, the tric-
have calculated the heat capacity, defined as ritical point is located afT%~1.18, u¥.~—2.82 andpy.

~0.44, while foru,e=—1.0 atT;.~1.11, uy.~—2.82 and
1 ) 5 puc~0.515. Of course, when}=0, the association does

ﬁ“e (&), 3 ot take place and in the system witli;= — 1.0 the effects
of association are very weak and the fraction of associated
molecules at the onset of demixing transition does not ex-
Ueed 10%. The continuous demixing transition line has been
evaluated from the locations of the kinks at the isotherms.
These estimations have also been verified by the positions of
maxima at the plots of susceptibilitigg, and yg versusu*
(see Fig. 5. Of course, the heights as well as the positions of

C:

as well as the susceptibilities associated with the fluctuatio
of the densitiep,, pg, andp,sare given by

1
XK:k__I_Hpﬁ)—(pK)Z], where K=A,B,as. (4)
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FIG. 6. The mole fraction of the componeBt(filled circles,
and the part of the mole fraction of compondhtwhich forms

spond to the total density, while squares and diamonds to the deglimers at both sides of the first-order transiti@pen squares are
sities of componena andB, respectively. The vertical dashed line for the gas side and filled squares are for the liquid)siewell as
marks the location of the first-order condensation transition.

along the\ line (filled diamondg, for the system withu,.= —2.0.
The lines are only guides to the eye.

the susceptibilities maxima are affected by finite size effects . ) )
[26]. In the thermodynamic limit the height of these peaksC@l POINtTy~0.86, followed by the\ line. A closer inspec-

should diverge to infinity, as the line is a line of critical

tion of the system behavior at low temperature reveals, how-

points. Taking into account that our goal here is rather tVel, that demixing transition occurs already below the

provide a qualitative picture of the phase behavior than t

dricritical temperature. Figure 6 presents the changes of the

give precise estimations of special points on the phase digl0!e fraction of componenB and the fraction of dimers
grams, we have not attempted to perform any finite size scafight at the liquid side of the coexistence and atxhee. Of

ing analysig29].

For the higher energy of associatiof;= — 2, the topol-
ogy of the phase diagram looks quite similaf. Fig. 3c)]
and the gas-liquid coexistence terminates again at the tricrit
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FIG. 5. The plots ofy, and xg againstu* obtained for the
system withu,= 0.0 at three different temperaturéshown in the

figure) above the ftricritical point.

-2.5

course, the dilute gas phase has an equimolar composition
over the entire range of temperatures, and hence, is not
shown in Fig. 6. The composition of the liquid phase gradu-
I@”y changes with increasing temperature and finally Ahe
andB rich phases separate completely at the temperature of
aboutTZ =0.72. Also, the mole fraction of associates in the
condensed phase decreases with the increase of temperature
up to about 0.72. On the other hand, the concentration of
associates does not exhibit any pronounced temperature
changes along the line. Our data suggest that the low tem-
perature demixing is a gradual process rather than a phase
transition. At very low temperatures, the condensed phase
has the structure corresponding to e phase.

When u}=—3 (and —4) the demixing transition does
not occur and consequently the topology of the phase dia-
grams changepgsee Figs. &) and 3e)]. In both cases, the
condensation leads to the formation of a quite well ordered
M, phase and the composition of the fluid, at both sides of
the condensation coexistence, correspondgt00.5. In the
case ofu,= —3 the narrow “neck” in the phase diagram
seems to terminate at the densjty: 1, already at the tem-
perature of abouT™ =0.95. We have calculated the corre-
sponding isotherm over a very wide region of the chemical
potential, up tou* =0., and have not found any trace of any
phase transition. The increase of the association energy to
ui= —4 causes that the high density part of the coexistence
extents to considerably higher temperatures. Figure 7 shows
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FIG. 7. The part of the mole fraction of compondtwhich 24 , , , ,
forms dimers at both sides of the coexistence curve for the system: l
characterized by,~ — 3 (circles and —4 (diamond$. Open sym- * o
bols are for the liquid side and filled symbols are for the gas side. =26 d o A .
H*
the part of the mole fraction of particleé3, which are in- el ° |
volved in associates at both sides of the coexistence curve & ’
a function of temperature for the systems with=—3 and
—4. At the side of a dense phase, the degree of associationi  -3.0 - M2 © 0 0 0 00 0N
quite high in both systems. Also, the dilute phase exhibits a
rather high degree of association. °
The phase diagram depicted in Fig. 8, which corresponds =321 i
to the system withu}=—3, has been obtained under quite ®
different conditions. Namely, the chemical potential of one _34 | ° g _
component, sayB, has been fixed at the value off= o ©
—4.5, so that onlyux has been the independent variable. T
For the chosen value qif , the ground state calculations 360 02 o4 o6 o8 L0
predict that the increase of} first leads to the formation of (b) T*

the mixed phas&1, and then to the condensed pure compo-
nentA. This scenario does hold, but only at the temperatures FIG. 8. The phase diagram for the system witl= — 3 calcu-
lower than about 0.54. At higher temperatures, the mixedated along the path of the constant chemical potential of compo-
phase does not develop and the condensed liquid consists éntB, ug=—4.5. (a) and(b) show the projections at th&l{,p)
nearly pure componend. Note, that the concentration of and (T*,x**) planes, respectively. Ita), filled circles correspond
componentB above the demixing temperature is practicalyto the total density, while open squares and diamonds correspond to
the same at both sides of the coexistence ciisge Fig. the densities of componeAtandB, respectively.
8(a)]. Thus, the system is expected to exhibit the both lower
and upper solution critical temperatures, which, of coursebelongs to the third class of the classification scheme pro-
cannot be determined from our data. Such an estimatioposed by Wildinget al.[17]. The same holds for the systems
would require_ to det_e_rmine phase diagram under differenfvith sufficiently low association energyf=—1), when-
thermodynamic conditions. ever only pureA and B condensed phases occur in the
ground state. When the energy of association becomes
higher, the situation is considerably different. At sufficiently
low temperatures, the gas-liquid condensation leads to the
The aim of this paper was to elucidate the effects of asformation of the ordered mixed phas&,, while the global
sociation on the gas-liquid condensation in binary symmetrigohase diagram may look quite similar to the nonassociating
mixtures. In particular, we have concentrated on a series afase, the first-order condensation ends at the tricritical point
systems with the interaction parametgp=0 and with dif-  followed by the\ line. Thus, there must be a temperature,
ferent energy of association. The nonassociating system exot exceedingly., at which the liquid phase becomes de-
hibits a very strong demixing tendency and its phase diagrammixed. Indeed, the system characterized Wy=—2 has

IV. FINAL REMARKS
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been found to undergo the demixing transition well belowemerge for nonzero values o}z In particular, in nonasso-

the tricritical point. The demixing starts already at low tem-ciating symmetric binary mixtures the presence of attractive

peratures and seems to be a continuous process that terriiteraction between unlike particles enhances the tendency

nates at the temperature of about 0.72, whereas the tricriticabward formation of mixed phases and the appearance of the

point for that system is located &t;.~0.86. In order to phase diagrams belonging to the second and first class of

clarify the nature of that demixing transition, one would needWwilding et al. [17]. It may be of interest to investigate how

to perform suitable Monte Carlo simulation in the Gibbs en-the presence of association influences the behavior of such

semble rather then in the grand canonical ensemble usexystems. Phase behavior of, even model, associating mix-

here. tures is, of course, much more complex and involves various
For still higher association energies’(=—3 and —4) phase transitions between liquid pha$&s that would re-

the demixing transition does not occur at all and the topologyguire future computer simulations in different ensembles and

of the phase diagram changes and only the first-order transinder different thermodynamic conditions.

tion occurs. The phase diagrams exhibit “a high temperature The above presented results have been obtained as a pre-

neck,” which corresponds to the transition between highlyliminary step for the investigation of wetting phenomena of

disordered mixed fluid and the ordered mixed phdse The  associating binary mixtures at walls. A detailed knowledge

density difference between these two phases graduallgbout the bulk systems is a necessary prerequisite for such a

shrinks to zero as the temperature reaches a certain end po#itidy, which involves calculations of thermodynamic prop-

value T%,,, whereas the densities of the both coexistingérties close to the bulk condensation. The results of that

phases go to unity. We have estimated the locations of theggudy will be presented in our next paper.

end point temperatures for the two systems considered, i.e.,

with uj=—3 and —4. Thus, foruj=—3 the end point ACKNOWLEDGMENTS
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